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**Lab Assignment 1. Natural Language Processing: Tokenization and Language Modeling**

This week’s lab assignment is all about implementing your first language model.

You are supposed to download a huge body of text at least (10,000 words). You can download the text from Wikipedia.

You now must create a model that computes the probabilities of the next word based on unigrams and bigrams.

Assignment: Given a starting word, you now must predict the whole sentence of length 15 using the ideas of both unigrams and bigrams.